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Euler solutions for aerodynamic inverse shape design
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SUMMARY

Contributions to the aerodynamics development have to be involved to achieve an increase in quality,
reducing time and computer costs. Therefore, this work develops an optimization method based on the
�nite volume explicit Runge–Kutta multi-stage scheme with central spatial discretization in combination
with multigrid and preconditioning. The multigrid approach includes local time-stepping and residual
smoothing. Such a method allows getting the goal of compressible and almost incompressible solution of
�uid �ows, having a rate of convergence almost independent from the Mach number. Numerical tests are
carried out for the NACA 0012 and 0009 airfoils and three-dimensional wings based on NACA pro�les
for Mach-numbers ranging from 0.8 to 0.002 using the Euler equations. These calculations are found to
compare favorably with experimental and numerical data available in the literature. Besides, it is worth
pointing out that these results build on earlier ones when �nding appropriate new three-dimensional
aerodynamical geometries. Copyright ? 2004 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The major considerations in the design of e�ective methods for the computation of aerodyna-
mics are the capability to treat �ows over complex geometrical shapes with proper repre-
sentation of shock waves or discontinuities. The design of aerodynamic bodies involves the
calculation of the �ow passing through various regimes, what is being possible due to powerful
computers and user facilities.
There has been a considerable development of modern computational methods, but much

work still remains to obtain fast, accurate and stable convergence techniques for all �ow
regimes. Besides, to e�ciently solve problems which require �ne grids, techniques to acceler-
ate the convergence are required [1]. Approaches like local time-stepping, residual averaging
and multigrid are widely applied.
Common numerical methods employed to solve �uid �ows are the �nite di�erences, �nite

volume, �nite elements, boundary elements and spectral techniques. Each of these methods
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has its own advantages and disadvantages, which are not discussed in this work; they are
being successfully used by known researches all over the world. Nevertheless, all methods
employed to solve �ows have the common feature that the domain has to be divided into a
number of small cells of appropriate shape. The solution of the global system of equations
delivers the variables at the mesh points (cells, elements).
This work presents an e�cient method for the solution of (in)compressible �ows based on

the �nite volume explicit Runge–Kutta [2] �ve-stages scheme. The severe time-step restriction
of the explicit conventional methods is relaxed by the enlarged stability region of the Runge–
Kutta scheme. Besides, to eliminate di�culties of the standard compressible method, when
solving incompressible �ows, preconditioning is employed [3, 4].
Aerodynamic optimization is also here considered. This can be done as a shape optimization

or an inverse shape design. The �rst attempts to �nd the best aerodynamic property from the
design. The inverse approach requires that a local property, of the �nal con�guration, be
speci�ed as a goal of the design. Here, for a given surface pressure, the objective is to �nd
the shape which will achieve such distribution. This is best done coupling the �ow analysis
and the shape modi�cation.
Numerical tests are carried out for the NACA 0012 and 0009 airfoils and wing con�gura-

tions based on NACA pro�les for Mach numbers ranging from 0.8 to 0.002 using the Euler
equations. The code is calibrated using potential=analytical equation solutions or experimental
data found in the literature.

2. GOVERNING EQUATIONS

The adequate set of governing equations for non viscous �ows are the Euler equations, in
which mass, momentum and energy are conserved. They can be written for unsteady three-
dimensional compressible �ows in di�erential form as
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and � is the �uid density, q the velocity vector (q= ui+ vj+ wk) and p the pressure.
Since the integral form of conservation laws allow discontinuities, the approach is suitable

for capturing shocks in the �ow �eld. The total energy E and enthalpy H are given by

E= e+
u2 + v2 + w2

2
; H =E +

p
�

(2)
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where e is the internal energy. To close this system of equations, the state relation for a
perfect gas is employed

p=�RT =(�− 1)�
(
E − u2 + v2 + w2

2

)
(3)

where R is the gas constant and � the speci�c heat ratio. Equation (1) can be cast into the
integral form

∫
V

@W
@t
dV +

∫
S
( ��F:n) dS=0 (4)

It is known that the time-marching schemes developed to compressible �ows converge
very slowly when the magnitude of velocity becomes small, in comparison with the acoustic
speed [4]. Therefore, preconditioning is employed here and consist basically in multiplying the
vector W from Equation (1) by a special matrix, which modi�es the form of the governing
equations. It has the advantage to ensure rapid convergence and allows solving for various
�ow regimes. Based on the conservation variables, the following matrix � is adopted:
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where [2], for q2 = q:q and C=1−M−2
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This matrix indicates that the energy equation is transformed into a temperature equation
for low Mach numbers. Thus, the eigenvalues of the resultant system of equations will be
very similar when the Mach number goes to zero, laying the basis of construction of e�cient
solvers also to solve incompressible or mixed �ows [3, 4].

3. DESCRIPTION OF THE NUMERICAL METHOD

One of the di�erences among the various �nite volume formulations known in the literature is
the arrangement of the control volume and update points for the �ow variables [5]. The most
frequently used schemes are the cell-centred, cell-vertex and node-centred approach; they are
similar. Each of these schemes has its own advantages and disadvantages. The discretization
preferred here is based on the node-centred arrangement [6], as shown in Figure 1.
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Figure 1. Node-centred arrangement.

In the computational domain the cell vertices are identi�ed by their indices (i; j; k). As
Equation (1) is valid for arbitrary control volume, it is also valid for Vi; j; k , that means

@Wi; j; k

@t
=− 1

Vi; j; k

∫
S
( ��F:n) dS (6)

The �nite volume discretization based on the central averaging is not dissipative. Conver-
gence to the steady state solution is di�cult when the high frequency oscillations of error,
in each step of the solution procedure, are not damped; to avoid these oscillations dissipative
terms Di; j; k are introduced. The optimum amount of arti�cial viscosity is mainly determined
by the smoothing properties of relaxation and is written as follows [5]:

@Wi; j; k

@t
+

1
Vi; j; k

[Qi; j; k −Di; j; k]= 0 (7)

This dissipation operator is a blend of second and fourth di�erences and is de�ned according
to

Di; j; k = di; j+1=2; k − di; j−1=2; k + di+1=2; j; k − di−1=2; j; k + di; j; k+1=2 − di; j; k−1=2 (8)

whose dissipation coe�cient is given by

di+1=2; j; k = �i+1=2; j; k[�2i+1=2; j; k�xWi; j; k − �4i+1=2; j; k�xxxWi−1; j; k] (9)

The di�erence operators of �rst and third order are �x and �xxx, respectively, and � is the
scaling factor, which is written for i direction in the following way [6]
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and w is a parameter used to scale the spectral radii.
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The coe�cients, adapted to the local pressure gradients �2 and �4, needed to obtain the
dissipation, are given by

�2i+1=2; j; k =K
2 max(�max) (12)

�4i+1=2; j; k =max(0; K
4 − �2i+1=2; j; k) (13)

where
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∣∣∣∣pi+1; j; k − 2pi; j; k + pi−1; j; kpi+1; j; k + 2pi; j; k + pi−1; j; k
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The coe�cient �4 provides the background dissipation in smooth parts of the �ow and can
be used to improve the capability of the scheme to damp high frequency modes. The spectral
radius �, used to control the amount of arti�cial dissipation, is de�ned for the i direction
according to [3]

�i=
u(1 +M 2) +

√
u2(1−M 2)2 + 	2c2

2
(15)

To avoid zero arti�cial dissipation viscosity 	2 is chosen as 	2 = max(4M 2; �), where
0:16�60:6 [4].

3.1. Time-stepping and acceleration techniques

To obtain numerical solutions of high accuracy, the Runge–Kutta method is chosen [2, 5]. It
is characterized by its low operation count; more than two stages are employed to extend the
stability region [5]. The classical fourth order Runge–Kutta method requires the evaluation
of many coe�cients and dissipative terms, what leads to storage problems. Therefore, the
following multistage scheme, which requires little computational storage, is employed [5]:
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i; j; k =W

(n)
i; j; k
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�r�t
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(r)
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where R(r)i; j; k =Q
(r)
i; j; k −D(r)i; j; k , r=1; 2; : : : ; m=5.

The search for e�cient methods to solve �ows is obvious (justi�ed). Among the approaches
available to solve them, the local time-stepping, residual averaging and its combination with
multigrid are here adopted. Local time-stepping is equivalent to preconditioning the residual
by a scalar value in each cell; it can reduce the computational time needed to obtain steady
state solutions by an order of magnitude. A weighted average of residuals is employed to
increase the Courant–Friedrichs–Lewy number of an explicit multistage scheme. In this way,
the residuals are replaced by an average of neighbouring residuals [5].
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The slow asymptotic convergence of numerical methods is associated to the smooth error
components. The good smoothing properties of the Runge–Kutta method, especially of the
5-stage scheme, are very important to be used in a multigrid solver. The success of the
multigrid method depends on the use of a relaxation algorithm [1], which rapidly reduces the
high frequency error components. The low error frequencies in �ne meshes are transformed
in high frequencies in coarse meshes, where they can be better smoothed.
The computational procedure to illustrate the FAS (full approximation storage) for two

grids is written as follows [1, 4]:

(1) Improve the solution on the �nest grid.
(2) Inject the variables from the �ne to the coarse grid.
(3) Transfer the residuals from the �ne to the coarse grid.
(4) Solve the problem on the coarse grid.
(5) Interpolate the solution correction from the coarse to the �ne mesh.
(6) Update the solution on the �nest grid.

The most important point of the coarse-to-�ne correction interpolation and the residual
transfer is their orders; thus, bilinear interpolation has order two and is used. Besides, high
frequency errors are the most expensive to liquidate in the multigrid cycling, since they are
processed on the �nest grid.
In practice, if W-cycles have good convergence properties, usually V-cycles may also be

used. Often, the convergence properties of V-cycles are worse than those from W-cycles. For
low Mach numbers di�culties appear to smooth the low frequencies of error, slowing down
the convergence. This occurs because the eigenvalues of the incompressible equations are
similar when the Mach numbers goes to zero. To alleviate this problem more work is done
on the coarse meshes, using a W-multigrid cycle [4].

3.2. Boundary conditions

The numerical treatment of boundary conditions is one of the major problems when solv-
ing the Euler equations. Inappropriate conditions can substantially degrade the accuracy and
convergence of the computed solution. Numerical conditions imposed on the outer boundary
should assure that the outgoing waves are not re�ected back into the �ow �eld. To establish
an e�cient numerical implementation of the boundary conditions the computational domain is
surrounded by dummy cells. Straight lines approximate the body coinciding with a coordinate
system. On a solid body, the physical condition of no normal �ow can be imposed. Since
the numerical treatment of the �ow exterior to a body such as an airfoil requires a bounded
domain, an arti�cial far �eld is introduced.
The approach used at far �eld boundaries [7] is based on the characteristic form of the

one dimensional Euler equations normal to the boundary. As the far �eld boundary condition
assumes zero circulation, the boundary has to be placed su�ciently far away from the airfoil
(20–30 chord lengths), so the �ow �eld remains undisturbed.

3.3. Inverse shape design

The optimization of aerodynamic geometries can be classi�ed in two categories: the direct
and the inverse. The �rst intents to �nd the best global aerodynamic property. The inverse
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form requires a local property (Cp for example) of the �nal con�guration as the objective of
development.
From a given airfoil such as the NACA 0012, whose pressure coe�cient is well known

for various �ow regimes, it is desired to �nd a new shape that minimize shocks; the ad-
vantage of the �nite volume implementation in this context is that the �ux is locally ver-
i�ed, in agreement with the idea of the inverse design for the attainment of the body
geometry.
To the shape evolution, using the elastic membrane technique [8, 9], one separates the

upper and lower sides of the airfoil (wing cross-section). On the upper side the Fourier serie
results

−�0�y + �1 d�yds + �2
d2�y
ds2

=�Cp (17)

and similarly on the lower airfoil contour (only changing the sign of �0), where s is the airfoil
contour coordinate, �Cp the pressure coe�cient di�erence between the desired and that at
actual iteration and the �i’s are user constants that control the rate of convergence of the
shape evolution process.
These two ordinary di�erential equations, with constant coe�cients, come from the well

known forced mass-spring-damper system. The �Cp in Equations (17) can be represented
using Fourier series expansion of the form

�Cp= a0 +
nmax∑
n=1
[an cos(Nns) + bn sin(Nns)] (18)

where Nn=2
n=l and l is the total length of the airfoil contour.
The particular solution of Equation (17) can be represented in the Fourier series form as

�yp=A0 +
nmax∑
n=1
[An cos(Nns) + Bn sin(Nns)] (19)

Since the Fourier coe�cients (An and Bn) of the particular solutions on the upper and
lower airfoil contours are di�erent, it can be expected that gaps will form at the leading
and trailing edges of the airfoil. These gaps can be closed with appropriate homogeneous
solutions.
The upper contour homogeneous solution is

�y toph =F tope�1s +G tope�2s (20)

where

�1;2 =
�1 ±

√
�12 + 4�0�2
2�2

(21)

and F top and G top are coe�cients to be determined. Likewise, on the lower airfoil contour,
the homogeneous solution is

�yboth =Fbote−�1s +Gbote−�2s (22)
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Thus, the overall displacement of the airfoil contour is given by the following equations:

�ytop =F tope�1s +G tope�2s +
nmax∑
n=1
[Atopn cos(Nns) + B

top
n sin(Nns)] (23)

�ybot =Fbote−�1s +Gbote−�2s +
nmax∑
n=1
[Abotn cos(Nns) + Bbotn sin(Nns)] (24)

The four unknown constants F top;bot and G top;bot can now be determined for the upper and
lower airfoil contours. The convergence depends mainly on the leading and trailing edges of
the airfoil convergence, where the following conditions are adopted for:

• trailing edge displacement: �ybot(0)=0;
• trailing edge closure: �ybot(0)=�ytop(L),
• leading edge closure: �ybot(Sle)=�ytop(Sle) and
• smooth leading edge deformation: d[�ybot(Sle)]=ds=d[�ytop(Sle)]=ds.

where �y is the y-direction co-ordinate variation, l the total length of the airfoil contour and
Sle the value of the contour at the leading edge.
Using the previous equations simultaneously, for the unknown coe�cients F and G, results
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The two-dimensional Fourier series shape evolution equation can be expanded to three
dimensions, expressing values to k-planes as in the bidimensional case. Such procedure reduces
considerably the computational e�ort.

4. NUMERICAL RESULTS

In the following, numerical results for NACA 0012, 0009, a new airfoil and wings are pre-
sented. The �rst simulation is concerned to an airfoil submitted to incompressible �ow. The
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Figure 2. Mesh for wing, 160× 64× 20.

Figure 3. Pressure coe�cient for NACA 0012; (a) Mach=0:002, �=5◦ and (b) Mach=0:8, �=0◦.

calculations have been carried out on a O-type grid which consists of 160 × 64 cells, as
a section presented in Figure 2. The position of the outer boundary is around thirty chord
lengths away from the airfoil. Five grids and a W -cycle are used in the multigrid process
(160×64—�ne grid, 80×32—second grid, 40×16—third grid, 20×8—fourth grid, 10×4—
�fth grid). The most important and frequently used choice of the coarse mesh is characterized
by doubling the given mesh size (H =2h), which is called standard coarsening. The value
two is the smallest recursively convenient number and is big enough to make the coarse grid
work small relative to the �ne grid work.
In order to check the numerical code, results for the NACA 0012 airfoil are compared to

a solution obtained by the conforming mapping technique [6] for incompressible �ow (Mach
0.002) and with experiments for compressible �ows (Mach=0.8) [4]. Figure 3(a) shows the
pressure coe�cient computed for Mach=0.002 and �=5◦ (incompressible �ow). The overall
accuracy is quite satisfying; small deviations appear at the stagnation points, where the �ow
speed goes to zero. This test represents one of the lowest margin where the Runge–Kutta
scheme, coupled with a compressible Euler solver, can be used in a reasonable manner over
an airfoil.
Figure 3(b) shows the pressure coe�cient computed for Mach 0.8 and �=0◦. This is quite

a standard test case often found in the literature. Small di�erences appear at proximity of
the shock region, probably because of arti�cial dissipation in�uence. Besides, it is important
to note that the code capture very well the trailing edge pressure coe�cient distribution,
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Figure 4. Pressure lines for airfoils NACA 0012, 0009 and new pro�le, and corresponding pressure
coe�cients; Mach=0:8 and �=0◦.

were usually appear some spurious oscillations; such was possible because of the use of an
appropriate mesh.
Following, the optimization technique is employed to �nd the NACA 0009 geometry starting

with the NACA 0012. Based on the small thickness di�erence between these geometries no
di�culties are expected; for both a shock appears over the airfoil, being symmetric for airfoil
placed parallel to free-stream �ow direction (�=0). After that, a new con�guration for a given
Cp and free stream Mach number 0.8 and �=0◦ is searched. Pressure lines and Cp values
are indicated in Figure 4. Observe that the code was able to obtain a coherent geometry for
such pressure distribution; the shock disappeared and the pressure lines followed the expected
distribution. Small symmetry deviations appear at proximity of airfoil chord center, which can
be controlled choosing a small niveau for convergence (here, �610−4).
Finally, Figures 5 and 6 show the pressure coe�cient over a wing built combining NACA

0012, 0009 and a new airfoil and over a kind of blended wing body con�guration. Figure 5(a)
shows the pressure lines over the wing formed by a combination of NACA 0012 airfoils.
Although the chord=length variation of 15%, the pressure lines distribution over the wing
sections showed to be very similar. Figure 5(b), on the other hand, corresponds to the Cp
distribution for wing starting with the NACA 0012 and ending with the new pro�le (from
Figure 4), presenting shocks at wing base and no shock at its tip.
The grid used for blended wing body con�guration, as shown in Figure 6, contains 120×

24 × 64 cells and was generated by six sections using seven airfoils: modi�ed NACA 0030
(body centre), NACA 0030, NACA 65024, NACA 65012, NACA 65004 and NACA 0012
(for winglet tip). Overall dimensions were: wingspan, 8:7 m and length, 7:5 m. The �rst two
segments have a length to wide ratio of 0.94 and 0.88, respectively.
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Figure 5. Pressure lines (a) and Cp distribution (b) over wing, Mach = 0.8 and �=0◦.

Figure 6. Pressure coe�cient for a blended wing body con�guration, Mach = 0.8 and �=0.

Pressure distribution is similar to that obtained by the wing con�guration (Figure 5), unless
that the chord variations are very larger in the last case; one can verify the shock-wing
interaction over the wing (were white colour changes abruptly). It remembers the geometry
of many natural shapes which are motivating the development of many aeronautical new
structures.

5. CONCLUSIONS

Numerical tests have shown that a method based on the �nite volume spatial discretization
and the Runge–Kutta time-stepping scheme with preconditioning and multigrid can be helpful
to solve (in)compressible �uid �ows. Accuracy of the code has been tested when comput-
ing compressible and incompressible �ows around airfoils [4]. The approach is obviously
vectorizable=parallelizable.
The preconditioning used is applicable not only to incompressible �ows, but also to com-

pressible �ows with incompressible regions. Such a method allows getting the goal of
(in)compressible solution of �uid �ows. Besides, this preconditioning system has a rate of
convergence almost independent from the Mach number.

Copyright ? 2004 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2004; 44:197–208



208 A. L. DE BORTOLI AND R. DE QUADROS

Though the far �eld e�ect in the free stream �ow, it was necessary to place the outer
boundary su�ciently far away (30 chord lengths) from the wing section (airfoil) for almost
incompressible �ows.
The inverse design, following the elastic membrane technique using Fourier series, showed

to be e�cient �nding new aerodynamical geometries for given pressure coe�cient di�er-
ences. The Fourier series method does not require modi�cation of the �ow-�eld analysis soft-
ware, converges fast because of its analytical expressions and maintains this behaviour when
increasing �ow �eld non-linearities [9].
It is the authors opinion that the comparison among the numerical and theoretical=

experimental solutions is encouraging. Therefore, the same code (SCIENT) can be employed
to solve compressible as well as almost incompressible three-dimensional �ows for situations
of technical interest.
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